
Topic sentences have been a target of academic debate 
and study for nearly 150 years (e.g., Angus, 1862). Re-
searchers and writers, spanning the fields of composition, 
linguistics, and psychology, generally have agreed that 
topic sentences help readers to remember text better (Aulls, 
1975) and facilitate comprehension (Kieras, 1978), par-
ticularly when the text is challenging and when the reader 
lacks domain-specific knowledge (Goldman, Graesser, 
& van den Broek, 1999; McNamara, Kintsch, Songer, & 
Kintsch, 1996; see Duncan, in press, for an extensive re-
view). Although countless definitions of topic sentences 
have been published, there is widespread general agree-
ment that topic sentences tend to consist of all, or most, 
of the following features. First, topic sentences tend to be 
structured as a claim as to the main theme or topic of the 
paragraph. Second, they tend to occur in the first-sentence, 
or paragraph-initial, position. Third, they are generally 
supported and elaborated by other sentences in the para-
graph. Finally, topic sentences are more likely to appear 
in expository texts (i.e., as compared with narrative texts). 
Along these lines, Graesser, McNamara, and Louwerse 
(2003) provided the following advice to writers:

It is good policy for expository text writers to follow 
a Topic Sentence 1 Elaboration rhetorical format. 
The first sentence identifies the main topic or theme 
of the paragraph, whereas the subsequent sentences 
supply additional detail that is relevant to the topic 
sentence. (p. 87)

Despite its undoubted usefulness, however, a series of em-
pirical studies across a wide range of genres (scientific, ac-
ademic, technical, and periodical writing) have shown that 
topic sentences often appear in only 50% of paragraphs 

(Popken, 1987, 1988, 1991a, 1991b). Popken’s broad find-
ings support earlier research that drew similar conclusions 
(e.g., Braddock, 1974). This lack of topic sentencehood 
(much lamented by Braddock, 1974) may be less impor-
tant for texts for which writers and readers share the same 
discourse community and, therefore, shared knowledge 
can be assumed. However, low-knowledge and/or less 
skilled readers may be in particular need of explicit cues 
in the text, such as topic sentences, to help them organize 
the information in the text (Aulls, 1975; Fishman, 1978; 
Goldman, Saul, & Coté, 1995; Graesser et al., 2003; Mc-
Namara et al., 1996). Thus, the apparent utility of topic 
sentences suggests that using them more often may be 
beneficial. It is with this in mind that the developers of 
the computational tool Coh-Metrix (Graesser, McNamara, 
Louwerse, & Cai, 2004), which assesses text on over 600 
indices of cohesion and difficulty, have sought to develop 
a measure that evaluates the quality and distribution of 
topic sentencehood across texts. We describe here the 
work that we conducted to develop and test theoretical 
and computational models of topic sentencehood.

The term topic sentence first appeared in a textbook 
in 1885 by John McElroy, but the concept originates ear-
lier (Angus, 1862) and most clearly in Alexander Bain’s 
(1866) English Composition and Rhetoric. Empirical 
studies of topic sentences began with Meade and Ellis 
(1970), who observed that writers often ignore traditional 
instruction and use alternative structures. As a result, 50% 
of the paragraphs in top English journals do not contain 
clear evidence of topic sentences. Similarly, Braddock 
(1974) found that only 13% of the paragraphs in a corpus 
of popular magazines contained explicit topic sentences, 
although he cautioned that the readability of many para-
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topic sentences in a study that varied both local and global 
cohesion. Local cohesion manipulations included increas-
ing overlap between sentences, reducing anaphor, and de-
fining unfamiliar terms. Global manipulations included 
adding headers and topic sentences. The results indicated 
that adding headers and topic sentences benefited low-
knowledge readers’ text comprehension. Similarly, studies 
by both León and Carretero (1995) and Lorch and Lorch 
(1995) demonstrated that headings assist readers’ mental 
organization of upcoming paragraphs, presumably by pre-
paring the reader for the forthcoming information’s topic, 
thus serving a role similar to that of topic sentences.

Topic sentences appear to have a critical capacity in 
facilitating readability. Numerous studies have shown that 
even minor topic shifts between sentences can be detri-
mental to readability, whereas the facilitative organiza-
tion of topic sentences can be beneficial (e.g., Haviland 
& Clark, 1974; Kieras, 1981; Kintsch & van Dijk, 1983; 
Lesgold, Roth, & Curtis, 1979; McNamara et al., 1996; 
J. R. Miller & Kintsch, 1980). Accordingly, our goal in 
this study was to better understand topic sentences and 
their role in the paragraph.

Models for the Identification 
of Topic Sentencehood

The derived model. A prominent model of topic sen-
tencehood identification assumes that a single sentence 
emerges as the topic sentence by consequence of its coref-
erence with neighboring sentences and its communica-
tion of the theme (or topicality) of the paragraph. In this 
article, we will use the term derived model to refer to this 
theory. The derived model can trace its history through 
philosophers as diverse as Aristotle (trans. 1954), Witt-
genstein (1953), and Toulmin (1969), through to discourse 
analysts as diverse as Hoey (1991), Halliday and Hassan 
(1976), and Kintsch (2002). The argument is that the role 
of sentences emerges from the interrelationship of smaller 
sections of text. More important, the argument implies 
that the role of these sentences cannot be sufficiently un-
derstood or identified without incorporating the informa-
tion provided by the surrounding sentences.

In Toulmin’s (1969) model, the interrelationship of 
sentences results in three primary elements: the claim, 
the evidence, and the warrant. The claim (essentially, the 
topic sentence) is supported by evidential sentences. The 
warrant (a relatively rare feature) shows the relevance of 
the evidence in light of the claim and will occur near or 
at the end of the paragraph. The point made by Toulmin, 
therefore, was that elements of texts serve distinct func-
tions that become meaningful if understood in context. 
These relationships serve no function without the context 
of the paragraph.

Empirical research (e.g., Graesser et al., 2003; Kieras, 
1978) suggests that topic sentences occur in the paragraph-
initial position and are supported by sentences that supply 
additional detail relevant to the stated topic sentence. Such 
findings support the work of Toulmin (1969), inasmuch as 
the argument is that sentences fulfill roles in text but that 
those roles are realized through an interdependency that 
serves no function outside of the paragraph context.

graphs would have been improved by greater explicit use 
of topic sentences.

Braddock (1974) was the first to define distinct kinds of 
topic sentence constructions (simple, assembled, implied, 
and major), each with different demands and effects on 
the reader. The simple topic sentence is a traditional first-
position sentence that clearly encompasses the meaning 
of the entire paragraph. The assembled topic sentence is 
similar to the simple one but requires reading at least one 
more sentence to understand the theme of the paragraph. 
The implied topic sentence is similar to the assembled 
one, but all of the sentences in the paragraph are required 
to understand the theme. The final type, the major topic 
sentence, is structured like the simple kind but serves also 
to summarize other paragraphs.

Popken (1987, 1988, 1991a, 1991b) built on Braddock’s 
(1974) work by assessing topic sentencehood frequency 
across a variety of registers. Popken reported that 55% 
of the paragraphs in scientific writing, 54% in academic 
writing, 32% in technical writing, and 30% in periodical 
writing contained topic sentences. Popken’s findings sug-
gested that accomplished writers frequently leave para-
graphs without topic sentences, presumably because the 
topic of their text is familiar to the intended audience, ren-
dering explicit theme sentences unnecessary. Following 
such studies, composition studies tended to view the topic 
sentence as optional and elementary, rather than as a nec-
essary component of writing (e.g., D’Angelo, 1986; Eden 
& Mitchell, 1986). As such, the assumption appears to be 
that instructing beginning writers to use topic sentences 
frequently is misleading if accomplished writers use ex-
plicit topic sentences in only half of their paragraphs.

Psychological research on topic sentences focuses 
on readers. For example, Aulls (1975) examined the ef-
fects of manipulating the presence of topic sentences in 
paragraphs with sixth-grade readers: Aulls found that the 
paragraphs with topic sentences were recalled better by 
the students than were the paragraphs without the topic 
sentences. Similarly, Kieras (1978) presented participants 
with a series of paragraphs that either followed or violated 
the convention that the topic sentence should appear first 
in the paragraph. The results suggested that violation of 
the topic-sentence-first paradigm increased the readers’ 
processing load, presumably because the readers needed 
to hold more information in immediate memory. Kieras 
(1978) concluded that the role of the paragraph and the 
initial topic sentence was to minimize memory load (cf. 
McNamara et al., 1996).

In other studies, the initial topic sentence position has 
been compared with other positions (e.g., Clements, 1979; 
Richards, 1975–1976), showing that the earlier the topic 
sentence was placed within the paragraph, the more likely 
it was that the participants would remember the text. Both 
studies led to the conclusion that topic sentences prepare 
or prime readers’ memories, facilitating easier integration 
of subsequent information.

Individual differences must also be considered. Gold-
man et al. (1995) showed that topic sentences primarily 
affect readers who have little subject knowledge. Simi-
larly, McNamara et al. (1996) manipulated the presence of 
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section” (p. 166). Although Kintsch’s concern over the 
section importance value seems reasonable, Kintsch does 
not seem equally concerned with the section topicality 
value, which is likely to face a problem similar to the one 
observed with the section importance value. That is, in 
any comparison of text sections, one section will tend to 
contain more words than will others and, consequently, 
these longer sections will have the inherent advantage of 
having more words in common with other sections. That 
is, there is a greater likelihood of overlap when there are 
more words in the sentence to provide overlap. The result, 
therefore, is that section topicality values (like section im-
portance values) are likely to correlate with text length. Of 
course, since even very long sentences tend to be shorter 
than paragraphs, the section topicality value is likely to 
correlate with text length to a lesser degree than does the 
section importance value. Indeed, Kintsch demonstrated 
that section topicality value is not quite as influenced 
by sentence length as is the section importance value 
by showing that section importance value and length of 
text correlate at r 5 .87, whereas section topicality value 
and length correlate at r 5 .39. Despite this possible text 
length confound, in this study, we followed Kintsch and 
considered the section topicality value as an approxima-
tion of the derived model.

The free model. In this article, we introduce the free 
model of computational identification of topic sentences 
and nontopic sentences. The free model differs from the 
derived model in that the latter identifies topicality by the 
relationship of one sentence to other sentences in its tex-
tual vicinity, whereas the free model treats all sentences 
as independent of context (i.e., the role of a sentence does 
not substantially change, whether other sentences from 
the text are present or not). Specifically, the fundamental 
claim underlying the free model is that topic sentences 
and nontopic sentences can be identified by paragraph-
independent features, such as sentence length, connec-
tives, and sentence initial phrase structure.

To some degree, the free model can be related to speech 
acts theory (Austin, 1962; Searle, 1969). That is, a sen-
tence is of a certain recognizable type that can be identi-
fied as that type, independently of a context. Of course, a 
sentence’s role may vary depending on its context (prag-
matics); for example, the sentence “Can you pass the 
salt?” may be generally thought of as request sentences 
but, under certain circumstances, could be a genuine ques-
tion as to the recipient’s ability. Such counterexamples, 
however, do not negate the claim that the probable role of 
most sentences does not rely on context.

In this study, we compared topic sentences and nontopic 
sentences with respect to an array of sentence features. 
Given the function of topic sentences and nontopic sen-
tences, a variety of sentence features emerged as probable 
sentence type identifiers. Some of these features would 
tend to be more prominent in topic sentences, whereas 
others would be more indicative of nontopic sentences. 
For example, we predicted that adjectives would be more 
likely to appear in topic sentences because sentences that 
make claims (i.e., topic sentences) often do so with the 
support of adjectives (e.g., “Exams are stupid”; “The pro-

Such an interdependent focus has led computational 
linguists to seek out topicality through the comparison of 
one element of a text with another (e.g., Kintsch, 2002; 
Rosch & Mervis, 1975; Sardinha, 2001; cf. Olney & 
Cai, 2005). Sardinha, for example, adopts Hoey’s (1991) 
model of cohesion to locate topically related segments. 
More closely related to the topic sentence and its com-
putationally identifiable role in the paragraph, however, 
is the concept of family resemblance evaluations (Rosch 
& Mervis, 1975). This concept was developed by Kintsch 
into a computational approach that we will describe in this 
article as section topicality values. This measure, and its 
theoretical underpinning, will be discussed below.

If elaborative sentences are thematically related to 
topic sentences, we can expect a high degree of semantic 
overlap between the two kinds of sentences, and seman-
tic overlap can be evaluated with latent semantic analysis 
(LSA; Landauer & Dumais, 1997; Landauer, McNamara, 
Dennis, & Kintsch, 2007). LSA is a method through which 
the conceptual overlap between textual sections (e.g., 
sentences, paragraphs, or whole texts) can be evaluated. 
LSA evaluations are based on co-occurrences of lexical 
items across a large corpus of similarly themed texts. The 
principle underlying LSA is that a word’s meaning can 
be approximated by the words with which it tends to co-
occur. Thus, the word table tends to co-occur more often 
with words such as chair, cup, and wood than it does with 
words such as car, octopus, or friend. LSA generates a 
cosine value, usually between 0 and 1, for each textual 
comparison. A value closer to 1 indicates greater semantic 
similarity.

The ability of LSA to assess the relative similarity 
between texts makes this measure a reasonable point 
of departure for estimating the topic sentencehood of a 
paragraph. Indeed, such a proposition was discussed by 
Kintsch (2002), who argued that we can derive a precise 
mathematical representation of the topic or theme of a 
text by using LSA: “LSA can be used to select from each 
[paragraph] the most typical and most important sen-
tence” (p. 166). This representation can be achieved in 
two ways. First, each sentence can be compared with the 
complete section of text (e.g., a paragraph). This approach 
Kintsch terms the section importance value. Second, each 
sentence can be compared with every other sentence. This 
second approach (the section topicality value) relates to 
the Rosch and Mervis (1975) family resemblance evalua-
tions mentioned above.

In discussing these two approaches to evaluating the 
theme of a paragraph, Kintsch (2002) argued that com-
paring longer sections with shorter sections (the sentence 
importance value) is not a good solution “because long 
sections necessarily are advantaged” (p. 164). The advan-
tage that Kintsch mentions is that the longest sentence in 
any section will have more words in common with the 
paragraph as a whole and, as a result, generate a higher 
cosine. Instead, Kintsch advocates comparing each sec-
tion (or sentence) of text with each other section (or 
sentence) of the text and computing the average cosine 
from the results to derive what Kintsch calls a “reason-
able approximation” of the “most typical sentence in [a] 
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In Experiment 2, we also examined whether the free 
model sentential features, including sentence length, 
incidence of connectives, and pronoun frequency, were 
sufficient for a computational distinction between topic 
sentences and nontopic sentences. If a computational 
model using these variables successfully identifies the 
two sentence types comparably to the human raters, the 
free model will be able to assess text and evaluate topic 
sentencehood. Such an algorithm will provide writers and 
publishers with a better approximation of the cohesion of 
a particular text.

In the third experiment, we used a corpus that was a 
large subset of that used in Experiment 1. These were nat-
ural paragraphs that might or might not contain topic sen-
tences. We asked the same expert human raters as those 
in Experiment 2 to rate the sentences in each paragraph 
for topic sentencehood. Thus, in contrast to Experiment 2, 
this time the raters evaluated sentences with context, rather 
than isolated sentences. In other words, the human raters 
judged sentences not only for their individual features, 
but also for how the sentences functioned in the context 
of the paragraph.

In Experiment 4, the expert raters were asked to evalu-
ate sentences from a subset of the paragraphs from Exper-
iment 3, along with a new set of sentences. Experiment 4 
differed from Experiment 3 because, in Experiment 4, the 
experts rated the sentences without context. The same sen-
tences were presented in isolation, and not in the context 
of the paragraph. Experiment 4 was conducted to estab-
lish whether the experts would rate topic sentencehood 
similarly for sentences without context and for those with 
context, such as those in Experiment 3.

Experiment 1

Along with narrative texts, the corpus for Experi-
ment 1 included a large number of expository texts from 
the domains of history and science. Therefore, we assumed 
that these expository texts would feature a large number 
of topic sentences.1 Topic sentences tend to occur in the 
sentence-initial position. Therefore, we predicted that the 
derived model of topic sentencehood identification (i.e., 
the section topicality values) would produce higher values 
for the first sentence of paragraphs. We further predicted 
that because history texts are expository in nature, the topic 
sentencehood evaluations of these texts would more closely 
match the results of the science texts, as compared with 
the narrative texts (Lightman, McCarthy, Dufty, & McNa-
mara, 2007a; McCarthy, Graesser, & McNamara, 2006; cf. 
Duran, McCarthy, Graesser, & McNamara, 2007).

Method
The corpus in our analysis contained 150 academic texts and 

was compiled by Duran et al. (2007). Each text was approximately 
400 words in length, with the aggregated texts comprising a total of 
1,205 paragraphs (3,116 sentences). The strength of the corpus lay 
in the rigorous constraints applied to text selection. Thousands of 
400-word paragraph-to-paragraph slices were randomly sampled 
from 27 published textbooks provided by the MetaMetrics reposi-
tory of electronic duplicates. The textbooks covered a range of do-

posal was both original and creative”; “The investigation 
reported surprising findings”). We also predicted that be-
cause topic sentences make a claim rather than explain 
a claim, topic sentences would, consequently, tend to be 
shorter in length than nontopic sentences. Furthermore, 
we expected that the number of words before a main verb 
would be likely to be higher in topic sentences, because 
new claims (i.e., topic sentences) often begin with a bridg-
ing contrast from a previous claim.

In contrast, we hypothesized that the presence of pro-
nouns would be more likely to be a feature of nontopic 
sentences. That is, pronouns are used to refer anaphori-
cally to concepts that have been stated beforehand. Thus, 
pronouns are more likely to occur in sentences other than 
the first sentence of a paragraph (and therefore, presum-
ably, the topic sentence). And just as we predicted that 
topic sentences would tend to be shorter because they 
make claims rather than explain them, we expected that 
nontopic sentences were likely to feature more connec-
tives, such as because, but, and in order to, which serve 
to link textual ideas and provide fuller explanations to a 
reading audience.

Experimental Design
To test the performance of the two models of topic sen-

tence identification (the derived model and the free model), 
we performed four experiments. The first experiment was 
designed to establish whether coreferential indices (e.g., 
LSA) tend to identify paragraph-initial sentences. That is, 
the literature on paragraphs overwhelmingly argues that 
topic sentences appear at or near the beginning of para-
graphs (e.g., Graesser et al., 2003; Kieras, 1978) and in ap-
proximately 50% of paragraphs (e.g., Popken, 1987, 1988, 
1991a, 1991b). Thus, if coreferential indices tend also to 
identify paragraph-initial sentences, we would have sub-
stantial evidence that the derived model successfully iden-
tifies topic sentences. More precisely, such an outcome 
would lend support to the claim of Kintsch (2002) that 
overlap indices produce a “reasonable approximation” of 
the “most typical sentence in [a] section” (p. 166). On the 
other hand, if the coreferential indices do not appear to 
identify any single sentence position (because topic sen-
tences do not have to be the first sentence in a paragraph), 
a deeper analysis becomes necessary.

In the second experiment, we used a corpus of 800 in-
dependently identified and published topic sentences 
and nontopic sentences to test the hypothesis that expert 
human raters can distinguish topic sentences from non-
topic sentences in isolation, without the use of context 
from surrounding sentences. This experiment thus tested 
the free model by examining whether topic sentences and 
nontopic sentences exhibit independent features that allow 
humans to identify their sentential role without context. 
We included experts in our experiment because we sought 
to train our computational measures on the basis of the 
evidence and data supplied by experts. That is, we can 
claim the efficacy of a computational approach as a func-
tion of its ability to produce results that are comparable to 
those of trained human judges.
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sentences from the corpus used in Experiment 1 for topic 
sentencehood. If the raters were not more likely to identify 
paragraph-initial sentences as topic sentences, the possi-
bility that the derived model can identify topic sentences 
remains. If, on the other hand, the results indicated that 
the raters were more likely to identify paragraph-initial 
sentences as topic sentences, this would raise doubts as to 
the validity of the derived model.

mains (i.e., science, history, and narrative), and within each domain 
there were multiple grade levels, including 7th–9th grade (i.e., junior 
high) and 10th–12th grade (i.e., high school). An automated process, 
selecting from this comprehensive source, allowed a large, unbiased 
representation of topics. However, because the text samples were 
removed from the overall context, human raters had to evaluate each 
text to ensure self-contained topic continuity. Texts that did not meet 
these criteria were discarded. Human raters also processed the texts 
for typographical and content error. For example, the electronic du-
plicates were void of the original graphics (e.g., maps and figures) 
but retained the original captions to the graphics. This discrepant 
material was removed. In addition, some texts contained poorly for-
matted sentence and paragraph breaks. If there was uncertainty on 
how to demarcate a sentence or paragraph, the text was discarded.

After the extensive “cleaning” of the corpus, Duran et al. (2007) 
selected texts to maximize the uniform representation of domain 
(i.e., science, history, and narrative) and grade level (i.e., junior 
high and high school). Within each representative domain, 25 texts 
from the junior high grades and 25 texts from the high school grades 
were sampled. Within each grade level, three or more unique text-
books were sampled. The latter constraint ensured variability across 
authorship.

We next separated from these texts all paragraphs that contained 
between three and five sentences. Because most definitions of a 
paragraph with a topic sentence state that the topic sentence (sin-
gular) is supported by evidential sentences (plural), it was reason-
able to assume that candidate paragraph sentences contained at least 
three sentences in total. As such, one- and two-sentence paragraphs 
were excluded, since they did not constitute a paragraph according 
to this definition. Because paragraphs containing six sentences for 
narratives amounted to only 3% of the total corpus, we used only 
three-, four-, and five-sentence paragraphs from the corpus. In total, 
therefore, our corpus contained 403 paragraphs, or 33% of the total 
paragraphs in the corpus.

To obtain the section topicality values for these paragraphs, we 
used two coreference measures: LSA and lemma overlap. These 
indices are available through Coh-Metrix (Graesser et al., 2004), 
and although both are measures of coreference, they differ in terms 
of sophistication. For example, lemma overlap assesses sentence 
pairs that share common roots (e.g., table/table or table/tables). In 
contrast, LSA assesses conceptual overlap between sentences so that 
the degree of similarity between two words can be approximated. 
Thus, for this sophisticated coreference index, table/tables would 
be judged as more similar than table/chair, which, in turn, would be 
judged more similar than table/octopus.

Results
The results for Experiment 1 indicated that there was 

an approximately equal distribution of paragraph serial 
positions attaining the highest coreference values (see 
Tables 1, 2, and 3). That is, no sentence position for any 
of the three domains, for any of the paragraph lengths, 
appeared dominant. To confirm this appearance, we con-
ducted a c2 analysis. The results suggested that no serial 
paragraph position garnered a greater frequency of higher 
coreference evaluations.

If we assume that topic sentences typically appear in 
paragraph-initial positions, Experiment 1 provides no 
evidence to suggest that coreferential indices (including 
LSA) provide an effective method for identifying topic 
sentencehood. We posit two possible causes for this out-
come. The first explanation is that topic sentences are not 
generally in sentence-initial positions. Such an explana-
tion would run counter to over a century of empirical and 
theoretical research; however, in Experiments 3 and 4 we 
examined this possibility by having expert raters code the 

Table 1 
Quantity of Sentence Positions With Highest 
Final Mean Cosine Values for Three-Sentence 
Narrative, History, and Science Paragraphs

Cosine

Domain  Measure  Sentence  Quantity  Percentage  M  SD

Narrative LSA 1 10 28.571 0.314 0.170
2 13 37.143 0.453 0.209
3 12 34.286 0.397 0.153

Lemma 1   6 17.143 0.253 0.127
2 13 37.143 0.315 0.088
3 16 45.714 0.197 0.125

History LSA 1 17 30.357 0.535 0.199
2 25 44.643 0.547 0.200
3 14 25.000 0.601 0.168

Lemma 1 16 28.571 0.220 0.088
2 21 37.500 0.273 0.117
3 18 32.143 0.277 0.100

Science LSA 1 14 21.875 0.588 0.206
2 24 37.500 0.608 0.185
3 26 40.625 0.572 0.195

Lemma 1 16 25.000 0.282 0.133
2 25 39.063 0.341 0.139

    3  23  35.938  0.314  0.115

Note—LSA, latent semantic analysis.

Table 2 
Quantity of Sentence Positions With Highest 
Final Mean Cosine Values for Four-Sentence 
Narrative, History, and Science Paragraphs

Cosine

Domain  Measure  Sentence  Quantity  Percentage  M  SD

Narrative LSA 1   3 13.043 0.292 0.228
2   4 17.391 0.350 0.208
3   8 34.783 0.364 0.210

  4   8 34.783 0.411 0.226
Lemma 1   4 17.391 0.183 0.008

2   3 13.043 0.273 0.076
3   8 34.783 0.219 0.072

  4   8 34.783 0.200 0.105

History LSA 1 17 26.563 0.535 0.201
2 15 23.438 0.517 0.218
3 15 23.438 0.435 0.209

  4 17 26.563 0.516 0.190
Lemma 1 15 23.438 0.264 0.054

2 13 20.313 0.278 0.100
3 23 35.938 0.201 0.075

  4 13 20.313 0.212 0.082

Science LSA 1 15 24.590 0.564 0.142
2 16 26.230 0.563 0.192
3 17 27.869 0.605 0.231

  4 13 21.311 0.597 0.166
Lemma 1 17 27.869 0.307 0.090

2 13 21.311 0.260 0.121
3 12 19.672 0.337 0.159

      4  19  31.148  0.267  0.101

Note—LSA, latent semantic analysis.
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deed, as was mentioned above, results produced in Kintsch 
(2002) showed that the section topicality value correlated 
with text length.2 If this second explanation was a fac-
tor in Experiment 1, we would expect similar correlations 
between sentence length and coreference indices. And in-
deed, this prediction was confirmed (see Table 4).

Conclusion
In Experiment 1, we tested the coreference model of 

topic sentencehood identification, using two coreferential 
indices across a corpus of three-, four-, and five-sentence 
7th–12th grade school texts taken from the domains of 
history, narrative, and science. The results suggested 
that no particular sentence was more likely to produce 
a higher coreference value as a function of serial posi-
tion in the paragraph. Further analyses suggested that the 
measures had a tendency to favor longer sentences within 
the text. If we assume that topic sentences tend to appear 
in paragraph-initial positions, the experiment yielded no 
evidence to support the claim that the derived model iden-
tifies topic sentences.

Experiment 2

The primary purpose of Experiment 2 was to test the 
free model hypothesis—namely, that expert raters can re-
liably distinguish topic sentences from nontopic sentences 
without the benefit of the presence of context.

Method
For Experiment 2, we collected a corpus of over 400 indepen-

dently identified topic sentences. These sentences were all published 
in textbooks and on Web sites and were identified by other research-
ers and writers as being prototypical examples of topic sentences 
(see the Appendix). When the topic sentences we collected were 
identified within a paragraph, we used the co-occurring sentences 
that were not identified as topic sentences as our examples of non-
topic sentences.

Three experts, all with first-author publications in the field of 
discourse processing, were trained to distinguish topic sentences 
from nontopic sentences. Training involved reading examples of 
topic sentences and nontopic sentences, as well as completing vari-
ous exercises, such as choosing the most appropriate sentence for a 
paragraph from a selection of candidate sentences. The exercises for 
training were taken from the books and Web sites identified in the 
Appendix. Care was taken to ensure that the examples given did not 
appear in the experimental evaluations. In addition, the experts were 
not given insight into the measures and approaches used to computa-
tionally approximate topic sentencehood. Upon completion of train-
ing, the experts were asked to assign values of 1 through 6 for each 
sentence in our prepared corpus. Raters were informed that a score 
of 1–3 indicated that the sentence was a nontopic sentence, whereas 
a score of 4–6 indicated that the sentence was a topic sentence. The 
ranges between the scores (1–3 and 4–6) reflected the confidence 
of the raters, so that a score of 3 would indicate a nontopic sentence 
with little confidence, whereas a score of 6 would indicate a topic 
sentence with maximum confidence. Our reasoning for using such  a 
scale was that we required both a binary distinction (topic sentence/
nontopic sentence) and also a flexible, continuous scale that would 
facilitate computational training (see Experiment 3).

Results
A programming error resulted in three evaluations from 

each rater being lost. Consequently, a total of 791 rated 

Another plausible cause for the lack of coreferential 
identification of probable topic sentences in Experiment 1 
stems from the widely acknowledged confound that over-
lap indices tend to be overly influenced by text length 
(Dennis, 2007; McCarthy, Rus, et al., 2007; McNamara, 
Ozuru, Graesser, & Louwerse, 2006; Penumatsa et al., 
2004; Rehder et al., 1998). That is, when longer texts (in 
this case, sentences) are compared, there is greater likeli-
hood that the same (or similar) words will be identified. 
Thus, longer sentences are more likely to generate higher 
coreference values, which, in this case, means that they 
are more likely to be identified as the topic sentence. In-

Table 3 
Quantity of Sentence Positions With Highest 
Final Mean Cosine Values for Five-Sentence 
Narrative, History, and Science Paragraphs

Cosine

Domain  Measure  Sentence  Quantity  Percentage  M  SD

Narrative LSA 1   7 22.581 0.399 0.139
2   6 19.355 0.515 0.114
3   7 22.581 0.483 0.093
4   4 12.903 0.450 0.063
5   7 22.581 0.464 0.170

Lemma 1   5 16.129 0.211 0.117
2   5 16.129 0.294 0.118
3   3   9.677 0.316 0.091
4   8 25.806 0.256 0.048
5 10 32.258 0.238 0.082

History LSA 1 10 29.412 0.562 0.191
2   3   8.824 0.674 0.082
3   7 20.588 0.499 0.171
4   7 20.588 0.492 0.113
5   6 17.647 0.591 0.132

Lemma 1   5 14.706 0.209 0.099
2 10 29.412 0.261 0.059
3   3   8.824 0.250 0.132
4   9 26.471 0.294 0.072
5   7 20.588 0.239 0.096

Science LSA 1 10 28.571 0.501 0.203
2   4 11.429 0.477 0.199
3 11 31.429 0.553 0.134
4   2   5.714 0.525 0.092
5   8 22.857 0.536 0.248

Lemma 1   9 25.714 0.233 0.113
2   6 17.143 0.272 0.072
3   9 25.714 0.280 0.060
4   7 20.000 0.257 0.078

  5   4 11.429 0.264 0.141

Note—LSA, latent semantic analysis.

Table 4 
Correlations of Section Topicality Values With Sentence Length 

for Lemma Overlap and Latent Semantic Analysis (LSA)

 Domain  Length  Lemma  LSA  

Science 3 .200 .092
4 .269 .244
5 .441 .583

History 3 .449 .163
4 .236 .258
5 .427 .445

Narrative 3 .412 .333
4 .244 .300
5 .422 .270

Note—All correlations except those in boldface are significant at p , .01.
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Table 6). For contrast, Table 6 also shows the ratings for 
judging nontopic sentences as ,2.5 and ,4.5. Adjusting 
the division of topic sentence and nontopic sentence did 
not improve the rater accuracy. These results offer support 
that the expert ratings of 1–3 for nontopic sentences and 
4–6 for topic sentences are reliable.

To further establish the reliability of the expert raters, 
c2 values for rater gold were also recorded. As is shown 
in Table 7, setting the cutoff point at 3.5 offers the most 
accurate results overall. Table 7 also shows that rater gold 
is a better judge of topic sentence (84% accuracy) than it is 
of nontopic sentence (73% accuracy). The lower accuracy 
suggests that nontopic sentences resemble topic sentences 
more often than vice versa. This result is not surprising 
if we consider that warrant sentences (Toulmin, 1969), 
although relatively rare, are briefly stated claims and, 
therefore, more likely to resemble the topic sentence type. 
Assessing the accuracy of the raters’ judgments in terms 
of recall, precision, F1, and d ′ (see Table 8), we again see 
that the accuracy of the raters is high.

The raters were required to rate sentences on a Likert-
like scale of 1–6, in which values of 3 and 4 indicated 
lower confidence. Therefore, we also wanted to access 
the degree of accuracy of human raters, relative to this 
confidence (see Table 9). The issue of rater confidence is 
important because both Kavanaugh (1989) and Fox, Biz-
man, Hoffman, and Oren (1995) found that rater confi-
dence is positively correlated with rater accuracy, so that 
high and low ratings tend to be more accurate than ratings 
in the midrange (i.e., those around the 3–4 point area in 
this study).

Thus, to better assess the reliability of the raters, we 
adjusted the lower and upper bounds of the topic sentence/

responses were assessed. Since the Likert-like scale used 
for the assessments might be viewed as either an interval 
or an ordinal scale, to calculate the reliability of the raters, 
our results show Pearson correlations supported by Spear-
man nonparametric correlations (Table 5). One further, 
similarity correlation (Sanz, 2005) is also provided. The 
similarity correlation is a proportion score based on as-
sessing all judgment ratings within 61 point as being a hit 
and all other ratings as being a miss. A rater gold value has 
also been added to the correlation table, formed from the 
means for the 3 expert raters. As can be seen from Table 5, 
there was significant interrater reliability.3

It is not a simple task to interpret the strength of inter-
rater correlations. A range of Pearson correlations between 
r 5 .525 and r 5 .661 might be described as moderate 
(Shrout, 1998); however, as Hatch and Lazaraton (1991) 
reminded us, “The more raters, the more we must trust 
the ratings and so the more raters, the higher the reliabil-
ity” (p. 533). Hatch and Lazaraton supplied the following 
formula for converting multiple raters’ correlations into a 
single effective gold interrater value:

	
R AB

n AB

nr

rtt =
+ −1 1( )

.
	

In this formula, Rtt is the reliability of all the judges, n cor-
responds to the number of raters, and rAB is the average 
correlation across the raters. Thus, the effective interrater 
reliability for the Pearson correlations given in Table 5 is 
r 5 .813: a high agreement, and one in line with the value 
reflecting the similarity correlations.

We also argue that when such interrater reliability data 
are interpreted, the task at hand needs to be taken into con-
sideration. Our own interpretation of the correlations is 
that they should be taken at face value; that is, even when 
sentences are viewed with no other paragraph context 
present, there is significant agreement between experts 
as to what is and what is not a topic sentence. However, to 
further establish the validity of the raters’ assessments, a 
further series of analyses was conducted.

First, to assess the accuracy of the expert raters in terms 
of percentage of correct judgments, we marked all sen-
tence evaluations of ,3.5 (the midway point) as a non-
topic sentence, and all ratings of 3.5 as a topic sentence. 
As was described in the Method section, the raters were 
instructed to consider evaluations of 1–3 as nontopic sen-
tences and ratings of 4–6 as topic sentences; thus, a rating 
of 3.5 from the mean of the ratings was judged to be the 
most appropriate cutoff point. The results ranged from the 
lowest at 73% accuracy (Rater 2) to the highest at 77% 
accuracy (Rater 1). The rater gold accuracy was 78% (see 

Table 5 
Pearson, Spearman, and Similarity Correlations for 3 Human Raters and a Gold Standard

Rater 2 Rater 3 Rater Gold

  Pearson  Spearman  Similarity  Pearson  Spearman  Similarity  Pearson  Spearman  Similarity

Rater 1 .591 .589 .751 .661 .662 .814 .883 .882 .985
Rater 2 .525 .523 .694 .844 .836 .967
Rater 3 .830 .826 .980

Note—All correlations are significant at p , .001.

Table 6 
Accuracy of Raters in Predicting 

Topic and Nontopic Sentences (NTSs)

NTS Midpoint  Rater 1  Rater 2  Rater 3  Rater Gold

,2.5 .719 .709 .630 .692
,3.5 .770 .728 .736 .781
,4.5  .709  .594  .692  .679

Table 7 
Accuracy for Predicting Topic Sentences (TSs) 

and Nontopic Sentences (NTSs)

NTS NTS TS 
Midpoint  Accuracy  Accuracy  c2  Significance

.25 .439 .942 154.130 ,.001

.35 .726 .836 253.177 ,.001

.45  .919  .441  132.340  ,.001
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ated from Coh-Metrix. Coh-Metrix variables are based on 
over 30 years of psychological and computational linguis-
tic theory (Graesser et al., 2004). Coh-Metrix variables 
have been validated (e.g., Duran et al., 2007; Hempelmann 
et al., 2005; McNamara et al., 2006), and they have formed 
the basis of numerous text analysis studies (e.g., Crossley, 
Louwerse, McCarthy, & McNamara, 2007; Hall, McCar
thy, Lewis, Lee, & McNamara, 2007; Lightman, McCar
thy, Dufty, & McNamara, 2007b; McCarthy, Graesser, & 
McNamara, 2006; McCarthy, Rus, et al., 2007). To assess 
the accuracy of the predictor variables, we used discrimi-
nant analysis and followed procedures similar to those in 
earlier Coh-Metrix studies (e.g., Hall et al., 2007; McCar
thy, Lehenbauer, et al., 2007; McCarthy, Lewis, Dufty, & 
McNamara, 2006).

Free Model Predictor Variables
As was mentioned earlier, Coh-Metrix provides over 

600 indices of cohesion, difficulty, and language. Many of 
these variables approximate the values of textual features 
that we hypothesized would be predictive of either topic 
sentencehood or nontopic sentencehood. In total, we se-
lected 15 such variables. We will provide descriptions of 
these variables and our reasons for their selection below.

As our first predictor of topic sentencehood, we se-
lected adjectives incidence. Since topic sentences make 
claims, we hypothesized that adjectives would tend to be 
used to support those claims. Indeed, in Lorch, Lorch, and 
Matthews (1985), 75% of the topic sentences provided 
in their Appendix A contained adjectives (e.g., “The ge-
ography of Morinthia is particularly rugged”; “Culatta’s 
geography is quite ordinary”; “Morinthia has a strong, 
democratic government”). We next selected the variable 
number of words before a main verb. Topic sentences 
often begin with a bridging contrast from a previous claim 
(a transition). Thus, we hypothesized that topic sentences 
would tend to contain a greater number of pre-main-verb 
lexical items. Our third predictor of topic sentencehood 
was the hypernymy variable. The hypernym value refers 
to the number of levels that a word has in a conceptual, 
taxonomic hierarchy: the higher the number, the greater 
the hypernymy. A low hypernym value indicates word ab-
stractness, because the word has few distinctive features. 
Because topic sentences make general claims (rather than 
providing specific evidence), we hypothesized that higher 
values would be indicative of topic sentences. The fourth 
predictor was the polysemy variable. The polysemy value 
reflects the number of WordNet (G. A. Miller, 1995) syn-
onym sets assigned to any given word. Polysemy scores 
provide information concerning a word’s potential ambi-
guity. Because topic sentences may provide greater gen-
erality, the terms used may be vaguer and, therefore, more 
ambiguous. We predicted higher values for cases of topic 
sentence. The fifth predictor was the frequency variable. 
Once again, topic sentences make broad claims, and there-
fore, we predicted higher average frequency values for the 
topic sentence case. The sixth topic sentence predictor we 
selected was existential there incidence. We predicted that 
topic sentences would be more likely to contain a general 
claim in the form of there is/there are than would nontopic 

nontopic sentence division so that an intermediate category 
of not sure emerged. For example, when the lower thresh-
old for nontopic sentences is 1.5 and the upper threshold 
for topic sentences is 5.5, all rater gold values between 1.5 
and 5.5 are ignored. Obviously, when the division between 
lower and upper bounds increases, the amount of data as-
sessed decreases. As such, there is a trade-off between 
accuracy and amount of data considered. Table 9 shows 
that the greatest accuracy for rater gold is 93%. However, 
to obtain this level of accuracy, only 7% of the data are 
evaluated. The division point of 3.5 for topic sentences, 
therefore, achieves a high degree of accuracy, relative to 
other divisions, without having to ignore any data. The 
results suggest that the raters’ evaluations in the middle of 
the scale are reasonably accurate.

The results of Experiment 2 demonstrate that raters can 
reliably distinguish topic sentences from nontopic sen-
tences without the benefit of context. Such a result of-
fers support to the free model. However, a major goal of 
this study was to create a computational measure that ap-
proximated the free model. In Experiment 1, we used two 
coreference indices to create a measure called the section 
topicality value. This measure was used to approximate 
the derived model. In our next analysis, we sought to es-
tablish whether a computational measure approximating 
the free model would identify topic sentences with a level 
of accuracy comparable to that of our expert raters.

Experiment 2A

The objective of Experiment 2A was to create and test 
an algorithm that could distinguish topic sentences from 
nontopic sentences. To achieve this goal, we used the cor-
pus from Experiment 2 and 15 predictor variables gener-

Table 8 
Recall, Precision, and F1 Values for 

Topic Sentences and Nontopic Sentences

False
Sentences  Hits  Misses  Alarms  Recall  Precision  F1

Topic 332   65 108 .836 .755 0.793
Nontopic 286 108   65 .726 .815 0.768

Note—d ′ 5 1.58.

Table 9 
Accuracy and Confidence Ratings for Gold Standard

Lower Upper Percent of
 Bound  Bound  Records  Records  Accuracy  

1.5 5.5   59   .075 .932
2.5 5.5 212   .268 .882
0.5 5.5   16   .020 .875
1.5 4.5 250   .316 .864
2.5 4.5 403   .509 .864
0.5 4.5 207   .262 .845
3.5 4.5 558   .705 .826
3.5 5.5 367   .464 .817
2.5 3.5 636   .804 .794
2.5 3.5 636   .804 .794
3.5 3.5 791 1.000 .781
1.5 3.5 483   .611 .772

 0.5  3.5  440    .556  .755  
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endings. Past tense is predominantly used in narratives, 
and narratives are less likely to have topic sentences.

It should be noted that the predictions made above are 
derived largely from the theory of the function of topic 
sentences, rather than from the form of topic sentences. 
That is, although the literature has much to offer as to 
what a topic sentence should be or should do, there is little 
advice as to how to actually form the sentence in order to 
manifest these functions. As such, some of our predic-
tions are derived from researchers’ hypotheses regarding 
how such functions would be represented formally. For 
instance, Eden and Mitchell (1986) claimed that readers 
have expectations that emerge with a paragraph’s opening 
statement and that these expectations include demonstrat-
ing how the paragraph connects with what has previously 
been stated. At the same time, Eden and Mitchell also 
viewed the opening sentence as an “instruction” (p. 418). 
Both points are reasonable from a functional point of 
view; however, formally, a connection to what has previ-
ously been stated suggests that opening sentences may 
feature transitional phrases (hence, our prediction of num-
ber of words before the main clause), whereas an instruc-
tion suggests a brief command, rather than an elabora-
tive explanation (hence, our prediction of fewer words for 
topic sentences). Obviously, where transitions are present 
in opening sentences, such sentences are unlikely to be 
among the shortest in this text.

Method
The corpus from Experiment 2 was randomly divided into a train-

ing set (n 5 396) and a test set (n 5 395). Using the training set, we 
conducted an ANOVA to establish the reliability of the 15 predictor 
variables (see Table 10). Three of the variables (incidence of clari-
fications, polysemy, and frequency) were not reliable ( p . .100) 
and were subsequently excluded from the analysis. All variables 
that were at least marginally significant ( p , .100) were retained 
and used as predictors (independent variables) in the discriminant 
analysis. The purpose of the discriminant analysis was to create a 
computational model to be representative and comparable to the free 
model of topic sentence identification.

Results
A discriminant analysis was conducted with sentence 

type (topic sentence/nontopic sentence) as the dependent 

sentences. Our final predictor for topic sentencehood was 
incidence of third-person singular grammatical form. We 
predicted that this variable would be a good indicator of 
topic sentencehood because the construct occurs only in 
the present tense. Since science texts tend to be written in 
present tense and narratives tend to be written in the past 
tense, and since science texts are expository and, there-
fore, more likely to have topic sentences, we predicted 
that the third-person singular variable was likely to have a 
higher incidence in the topic sentence condition.

We selected eight variables as predictors of nontopic 
sentences. First, we selected pronoun incidence. Pronouns 
tend to refer to previously mentioned concepts. As such, 
pronouns are more likely to occur later in the paragraph 
than earlier. Thus, they are less likely to be in the first (or 
topic) sentence. Next, since nontopic sentences explain 
previously made claims, such sentences need to show how 
discrete concepts are interrelated. To achieve this, writ-
ers use coordinating conjunctions, such as and, but, and 
because, and connectives, such as in order to, due to, and 
in addition to. Thus, we predicted greater frequencies of 
these two variables in the nontopic sentence cases. The 
clarifications incidence variable was our fourth choice for 
predicting nontopic sentencehood. Clarifications, such as 
for example, tend to follow claims, rather than being a 
part of a claim. Our fifth predictor variable of nontopic 
sentencehood was the concreteness index. The concrete-
ness variable is provided through the MRC database 
(Coltheart, 1981) and approximates values for words that 
are nonabstract. Since nontopic sentences must explain 
general claims, we hypothesized that nontopic sentences 
would feature greater values of highly concrete words. The 
sixth predictor of nontopic sentencehood was sentence 
length. Because nontopic sentences explain ideas (often 
with the use of connectives and multiple clauses), they 
are predicted to require more words. Thus, we predicted 
that longer sentences would be indicative of nontopic sen-
tences. Our seventh variable for nontopic sentencehood 
was cardinal number incidence. Again, numbers are spe-
cifics, rather than general claims, and therefore, we pre-
dicted that they would have greater presence in nontopic 
sentences. Finally, we selected incidence of past tense 

Table 10 
Results for ANOVA Conducted on Training Set (n 5 396), Showing the 
12 Variables With Differences Between Nontopic Sentences (NTSs) and 

Topic Sentences (TSs) at the p , .1 Level

NTS TS

Variable  M  SD  M  SD  F  Significance  η2

Meaningfulness 232.09 54.60 199.78 57.60 32.72 ,.001 .08
Pronouns 15.56* 33.71 40.24* 52.01 31.32 ,.001 .07
Word hypernym 1.44**   0.46 1.68**   0.51 23.79 ,.001 .06
Third-person verbs 18.78* 35.27 41.76* 56.72 23.43 ,.001 .06
Conjunctions 39.17* 43.97 20.54* 36.40 21.08 ,.001 .05
Connectives 74.85* 63.37 47.55* 56.39 20.51 ,.001 .05
Words per sentence 17.43*   8.86 14.06*   6.41 18.90 ,.001 .05
Past tense 20.99* 44.06 11.65* 32.34   5.78 .017 .01
Adjectives 92.41* 78.32 110.29 81.92   4.93 .027 .01
Existential there 3.06** 14.77 7.07** 25.31   3.70 .055 .01
Cardinal numbers 13.68* 43.27 7.33** 24.50   3.23 .073 .01
Words before verb  5.58    4.20  6.30    4.39    2.80  .095  .007
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values than did any other sentence positions. In Experi-
ment 2, we examined whether topic sentences themselves 
consisted of internal features that expert raters and a com-
putational system, such as Coh-Metrix, could identify. The 
results suggested that both expert raters (78%) and Coh-
Metrix (70%) could, indeed, accurately distinguish the two 
sentence types. The results of Experiment 2 offered evi-
dence regarding the accuracy of the expert raters—in terms 
of both interrater reliability and accuracy in identifying 
independently observed topic sentences. As such, in Ex-
periment 3, we asked the same raters to evaluate a subsec-
tion of the paragraphs used in Experiment 1. The purpose 
of such evaluations was to better establish whether overlap 
indices (such as LSA) or a free model algorithm (as gener-
ated in Experiment 2) better identifies expert judgments of 
topic sentencehood in published texts.

Method
For the corpus of Experiment 3, we used a subset of the paragraphs 

used in Experiment 1. Specifically, our goal was to select a repre-
sentative and equal sample of all types of paragraphs used in Ex-
periment 1. Because there were only 23 examples of three-sentence 
paragraphs from the narrative domain, we selected 23 samples from 
each paragraph size of each domain. Thus, each domain (history, 
narrative, and science) was represented by 23 paragraphs for the 
paragraph sizes of three, four, and five sentences. The expert rat-
ers for Experiment 3 were the same as those used in Experiment 2. 
However, the raters were given a review of their previous training, 
because several weeks had passed since Experiment 2. For Experi-
ment 3, we also had to slightly alter the sentence evaluation method. 
Specifically, in Experiment 2, each rater was asked to score each 
sentence independently of any context. In Experiment 3, the raters 
were asked to score each sentence of each paragraph in full view 
of the entire paragraph. This difference was necessary because we 
wanted to evaluate sentences in context and, therefore, the context 
was necessarily provided to the raters.

It was also necessary to guard against the first sentences of each 
paragraph’s having the privilege of being evaluated first. Therefore, 
the automated scoring program was modified so that the sentences 
for scoring were presented in a random order. As such, there were 
two boxes on the screen. In the top box, the raters were shown the 
entire paragraph for 30 sec. In the bottom box, the program then 
showed each sentence of the paragraph (in correct order) individu-
ally below the entire paragraph block. The order, as to which sen-
tence would be evaluated in which order, was randomized. As such, 
Sentence 4 might be evaluated first, Sentence 2 second, and so forth; 
however, all the sentences were always in full view in the top box and 
always appeared in order. Once all the sentences had been scored, 
the raters were allowed to adjust their scoring for any sentence as 
they saw necessary.

For Experiment 3, we predicted that the expert raters would over-
whelmingly identify the paragraph-initial sentence as the topic sen-
tence, especially in the case of the two expository domains. In addi-
tion, if the algorithm for identifying topic sentencehood generated in 
Experiment 2 is reliable, we could further expect that the algorithm 
would identify the same topic sentences as those identified by the 
expert raters.

Results
Interrater reliability for Experiment 3 was comparable to 

that for Experiment 2 (M 5 .600, SD 5 .054). Pearson cor-
relations ranged from .542 ( p , .001) to .650 ( p , .001).
As was previously mentioned, we considered a mean topic 
sentence score of greater than 3.5 to be a topic sentence. 
Using this division, the results showed that of the total 207 

variable. A total of 12 indices, identified as at least mar-
ginally significant in the aforementioned ANOVA, were 
used as predictor variables. The results of the discriminant 
analysis suggested an accuracy of .701 for recall and .702 
for precision (see Table 11). To obtain these results, we 
conducted a series of five discriminant analyses, using the 
random split-half groups’ method (Witten & Frank, 2005). 
On each occasion, half the group was used to generate the 
discriminant functions, and the other half (test set) was 
used to calculate the accuracy of the model. The results 
in Table 11 represent the average across all five analyses 
and show results both for the corpus as a whole and for 
the test set alone.

The results of the discriminant analysis are comparable 
to those of the expert raters, which ranged in accuracy 
from 73% to 78%. We suspected that the lower accuracies 
in the case of the computational model were the result 
of indices that were not completely representative of our 
theoretical position on the free model. For example, the 
pronoun density index included first-person singular pro-
nouns (e.g., I/we), whereas third-person pronouns (e.g., it) 
may have been more indicative. We can also speculate that 
key words, indicative of register, may have assisted the ex-
perts in their evaluations of the sentences, whereas no at-
tempt was made in our model to select key terms. Despite 
these differences, the computational free model makes a 
reasonable approximation of the expert evaluations.

Conclusions
In Experiment 2, three experts in the field of discourse 

processing assessed a corpus of topic and nontopic sen-
tences. The experts’ agreement was reliable, and a golden 
mean value created from the experts’ ratings recorded 
78% accuracy for identifying the independently assessed 
topic sentences. Using 12 Coh-Metrix sentence-level vari-
ables, we then created an approximation of the free model 
of topic sentencehood identification. The results for the 
model were significant and comparable to the human 
ratings. The results of Experiment 2 and Experiment 2A 
offer support for the free model of topic sentencehood 
identification.

Experiment 3

In Experiment 1, we showed that coreference indices 
(and the section topicality value that was formed from 
them) did not provide a solution to the problem of com-
putationally identifying topic sentencehood. That is, over-
lap coreference indices such as LSA did not show that 
paragraph-initial sentences featured significantly higher 

Table 11 
Accuracy of Discriminant Analysis for Distinguishing 
Topic Sentences (TSs) and Nontopic Sentences (NTSs) 
Across the Whole Corpus (All) and the Test Set (Test)

Recall Precision

Sets  NTS  TS  Mean  NTS  TS  Mean

All .726 .695 .711 .704 .718 .711
Test  .730  .673  .701  .677  .726  .702
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11 and made 23 further false alarms (recall, 9.6%; preci-
sion, 32.4%). Thus, although the model appears extremely 
effective at identifying nontopic sentences, topic sentence 
identification was extremely weak.

To better assess the contribution of factors that may 
have led to the evaluations of the topic sentences, we ran 
a multiple regression using the rater mean values (golden 
mean) as the dependent variable and the 12 predictor in-
dices from Experiment 2 as the independent variables. We 
further added two binary variables as predictors. These 
variables were sentence-initial position/other position and 
expository/nonexpository text. Using the stepwise method, 
a significant model emerged [F(5,822) 5 179.847, p , 
.001]. The model explains 52.0% of the variance (adjusted 
R2 5 .520). Table 13 provides information for the predictor 
variables entered into the model. The predictor variables 
meaningfulness (mean), pronoun incidence, word hyper-
nym (mean), third-person verbs (incidence), coordinating 
conjunctions (incidence), adjectives (incidence), existen-
tial “there” (incidence), cardinal numbers (incidence), 
and number of words before main verb (mean) were not 
significant predictors.

The results of the regression suggest that paragraph-
initial position and domain (expository/nonexpository) 
were the key factors for the experts in their decision as 
to whether or not a sentence was a topic sentence. Spe-
cifically, if the sentence was first in the paragraph and 
was also from an expository domain, the raters were more 
likely to evaluate the sentence as a topic sentence. The 
predictors of past tenses and connectives were predict-
ably negative; that is, they were more likely to occur in 
nontopic sentences. The average sentence length variable, 
however, suggested that longer sentences may be indica-
tive of topic sentencehood when the other variables are 
taken into consideration.

Conclusions
The differences between the results of Experiment 2 

and those of Experiment 3 suggest two concerns: (1) a 
problem with the expert ratings and (2) a problem with 
the algorithm generated in Experiment 2. Given that the 
correlations for the expert ratings in Experiment 3 were 
consistent with those in Experiment 2 (the accuracy of 
which was 78%), we could argue that we have sufficient 
reason to accept the expert evaluations as reliable. In addi-
tion, close examination of the texts and their correspond-
ing evaluations showed no obvious errors or reasons to 
doubt the evaluations. As such, we did not consider the 

paragraphs evaluated, 114 (55%) were deemed to contain 
a topic sentence. This percentage of topic sentence pres-
ence largely mirrors the findings of Popken (1987, 1988), 
who reported topic sentence presence at 55% and 54%, 
respectively.

As is shown in Table 12, the 114 identified topic sen-
tences overwhelmingly occurred in the expository texts of 
the history and science domains (89.5%; c2 5 48.76) and 
overwhelmingly occurred in the paragraph-initial position 
(history, c2 5 141.82, p , .001; science, c2 5 168.57, 
p , .001; narrative, c2 5 29.74, p , .001). In total, 93% 
of all identified topic sentences occurred in the paragraph-
initial position.

Recalling the results from Experiment 1 (see Tables 
1, 2, and 3), we can note that the coreference methods 
(e.g., LSA) showed no evidence of any sentence position’s 
being privileged. That is, overlap indices were as likely to 
select a mid- or final-sentence of a paragraph as the topic 
sentence as they were the first sentence. The results of Ex-
periment 3 (which used a subset of the same paragraphs as 
those used in Experiment 1) provide evidence supporting 
the widely held belief that when topic sentences do occur, 
they occur in expository texts and in the paragraph-initial 
position.

The application of the free model algorithm generated 
in Experiment 2 produced mixed results. Overall, the ac-
curacy of the model ranged from 79.3% (history) through 
80.4% (science) to 94.6% (narrative) accuracy. In total, 
the model correctly assessed 84.8% of the data.

At first blush, such results appear to be good; how-
ever, closer examination suggests that the model is not 
sufficiently accurate in critical areas of topic sentence 
detection. Specifically, experts assessed 714 of the 828 
sentences to be nontopic sentences, correctly identifying 
691 of the nontopic sentences (recall, 96.8%; precision, 
87.0%). However, of the 114 sentences that the experts 
assessed as topic sentences, the free model detected only 

Table 12 
Incidence of Topic Sentences and Their Serial Position 
in the Paragraph (Sentence 1 vs. Other) As Evaluated 

by Experts Over 69 Paragraphs per Domain

Topic Sentences Sentence 1 Other

Domain  No.  Proportion  No.  Proportion  No.  Proportion

History 51 .739 46 .667 5 .072
Narrative 12 .174 11 .159 1 .014
Science 51 .739 49 .710 2 .029
All  114  .551  106  .512  8  .039

Table 13 
Results of Multiple Regression, Showing the Unstandardized and Standardized 

Regression Coefficients for the Variables Entered Into the Model

B

Variable  M  SE  b  t  Significance

Sentence position 1.774 0.063 .682 28.181 ,.001
Domain 0.466 0.062 .195 7.488 ,.001
Past tenses 20.001 0.000 2.056 22.120 .034
Connectives 20.001 0.000 2.066 22.682 .007
Average sentence length 0.009 0.004 .055 2.227 .026
Constant  1.366  0.091    14.965  ,.001
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topic sentences tend to fall in the paragraph-initial posi-
tion. Thus, given a paragraph, we hypothesized that read-
ers assume that the first sentence will be a topic sentence 
unless there is evidence otherwise.

To test this hypothesis, we conducted a fourth exper-
iment in which a subset of the paragraphs used in Ex-
periment 3 were divided into individual sentences (as 
with Experiment 2) to be once more evaluated by our 
experts. We predicted that under such circumstances, 
the paragraph-initial sentences would lose some of their 
privilege and would, consequently, receive lower rat-
ings. Similarly, sentences that were topic-sentence-like, 
but not originally placed in the paragraph-initial posi-
tion, would receive higher ratings when viewed in free 
form. Such findings, if confirmed, would indicate that 
topic sentences do contain free features but that our rat-
ers (who were high-ability readers) placed greater value 
on the paragraph construct itself, giving privilege to the 
sentence-initial position.

Experiment 4

In Experiment 4, we tested the hypothesis that topic sen-
tencehood evaluations would differ depending on whether 
the sentences appeared out of context (free model) or in 
context (derived model). The results of Experiment 3 sug-
gested that expository paragraph-initial sentences were 
overwhelmingly selected as topic sentences. However, we 
could not be confident whether it was the sentence itself 
that led to these evaluations, the surrounding sentences that 
influenced such ratings, or merely the position and domain 
(in conjunction with the skills/knowledge of the readers) 
that influenced the ratings. In Experiment 4, therefore, we 
asked our experts to rate the expository sentences for topic 
sentencehood by evaluating the sentences free of context. 
We hypothesized that non-paragraph-initial sentences, 
when evaluated as free sentences, would increase in topic 
sentencehood evaluation. That is, we hypothesized that 
paragraph-initial sentences were given special status by 
evaluators as the topic sentence elect, meaning that any 
other sentence would have to prove itself to be a better 
topic sentence than was the paragraph-initial sentence. In 
effect, we hypothesized that this paragraph-initial primacy 
was leading raters to believe that the first sentence of a 
paragraph (especially an expository paragraph) was the 
topic sentence. We further hypothesized that paragraph-
initial sentences from Experiment 3, when viewed context 
free, would decrease in topic sentencehood evaluation. 
That is, we hypothesized that the evaluation of paragraph-
initial sentences from Experiment 3 tended to boost scores 
for paragraph-initial sentences on the basis of the rater 
interpretation of the paragraph as being expository and 
the position as being primary.

For the Experiment 4 corpus, we used all the 4-sentence 
expository paragraphs (history and science) in Experi-
ment 3, together with an equal number of 4-sentence para-
graphs (history and science) that had not been used in Ex-
periment 3. In total, therefore, the corpus comprised 184 
sentences (92 from history and 92 from science), with half 
the corpus having ratings that were old (rated in Experi-

ratings to be the cause of the inconsistent results. Turning 
to the algorithm, the high accuracy of nontopic sentence 
identification suggested that the problem of classifica-
tion for topic sentences may lie with the types of topic 
sentences that the expert raters had identified. That is, we 
can argue that the topic sentences used in Experiment 2 
were ideal topic sentences. We refer to these topic sen-
tences as ideal because we can presume that they had been 
specially written or selected as ideal examples for the con-
cept of topic sentence. That is, if the goal of a textbook is 
to provide examples of topic sentences, the examples are 
likely to be clearly topic sentences, rather than ambigu-
ous. In contrast, the rated topic sentences in Experiment 3 
are naturalistic topic sentences. These sentences naturally 
occurred in high school textbooks in which there was little 
or no particular attention (we assume) given to topic sen-
tence construction (because the texts were not about com-
position skills). Therefore, we concluded that there appear 
to be two types of topic sentences: ideal topic sentences—
those that have been specially selected, or specially writ-
ten, for their prototypical qualities—and naturalistic topic 
sentences that emerge naturally in texts without explicit 
attention to their construction.

On the basis of the explanation above, the results of Ex-
periments 2 and 3 can be summarized as follows. Ideal type 
topic sentences can be identified reliably by a free model 
algorithm that requires nothing more than sentence-level 
features. Naturalistic type topic sentences, on the other 
hand, occur predominantly in the first-sentence position 
of expository texts and cannot be reliably identified by 
either the free model or the derived model.

These results led us to a new question: If naturalistic 
type topic sentences can be reliably identified by experts 
but cannot be identified by either computational model 
(whether through free features or through coreference), 
what is it that makes such sentences topic sentences? We 
hypothesized that the answer to that question may be that 
it is not textual features per se that are most responsible 
for rendering a sentence a topic sentence. Instead, it may 
simply be a combination of the fact that the text is desig-
nated a paragraph in conjunction with the application of 
the knowledge and skill of the reader. Longacre (1979) 
argued that readers process paragraphs as hierarchically 
organized structural units: The first sentence of the para-
graph signifies to the reader the topic of the structure. 
Similarly, Heurly (1997) argued that the very existence of 
marking a paragraph can be a signal from the writer that 
a shift of topic is taking place. Such studies, along with 
a considerable amount of related research (e.g., Bestgen, 
1992; Britton, 1994; Fayol & Schneuwly, 1987; Hinds, 
1980; Hofmann, 1989; Le Ny, 1985), led us to conclude 
that an opening sentence in a paragraph may hold a privi-
leged position beyond the features (free or derived) that 
constitute the sentence. That is, when high-skilled/high-
knowledge readers (as in the case of our raters) are asked 
to read professionally constructed text (as in the case of 
our corpus), those readers will be able to quickly compre-
hend the type of text they are dealing with (McCarthy & 
McNamara, 2007), to have the knowledge that expository 
text commonly features topic sentences, and to know that 
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results suggest that the actual entity of the paragraph, the 
readers’ interaction with the paragraph text as a whole, 
and the readers’ skills and knowledge may all play a part 
in judging topic sentencehood. This may be especially 
the case for topic sentences that do not significantly ex-
hibit the features of the ideal topic sentences identified in 
Experiment 2.

General Discussion 
and Conclusions

Although some studies have suggested that topic sen-
tences are relatively rare (e.g., Braddock, 1974), psycho-
logical studies have suggested that the presence in text 
of topic sentences is beneficial to comprehension (e.g., 
Aulls, 1975; Kieras, 1978; Lorch & Lorch, 1996; McNa-
mara et al., 1996). The importance of identification and 
assessment of topic sentences within text (topic sentence-
hood) is also raised by the recent increase in technology, 
bringing about such computational systems as Coh-Metrix 
(Graesser et al., 2004), the goal of which is to better assess 
text in order to optimally match text to reader.

In the present study, we assessed two theoretical mod-
els of topic sentencehood identification, along with two 
corresponding computational models. We called these the 
derived model and the free model. The derived model pos-
its that topic sentences are dependent on their context and 
can be identified only when assessed against their con-
text. Thus, a topic sentence is a topic sentence because the 
other sentences in the paragraph make it a topic sentence. 
Furthermore, the individual features of this derived topic 
sentence are indistinguishable from other sentences when 
considered independently. The free model posits that a 
topic sentence is a topic sentence independently of its con-
text. As such, the free model holds that topic sentences 
have lexical and syntactic features that can be identified 
both computationally and by human raters without the 
need for any contextual information.

The present study included four experiments in which 
the validity of the models described above was assessed. 
The coreferential indices of LSA and lemma overlap were 
used to approximate the derived model. The free model 
was assessed using Coh-Metrix sentence- and word-level 
indices.

In Experiment 1, we assessed two coreference indices 
as approximations for the derived model of topic sen-

ment 3 within context) and half the corpus having ratings 
that were new (rated only in Experiment 4 in free form).

One concern with Experiment 4 was a possible con-
found caused by the raters’ having already viewed the 
sentences for this experiment when they evaluated the 
sentences in Experiment 3. It was for this reason that a 
4-month period was allowed to elapse between the experi-
ments and that the further new but equivalent corpus was 
added to the experiment for comparison purposes.

Results
The results of Experiment  4 showed that interrater 

reliability was once more significant and comparable to 
previous ratings (M 5 .602, SD 5 .110). Pearson correla-
tions ranged from .460 ( p , .001) to .759 ( p , .001). Our 
results also showed that there were no significant differ-
ences between the evaluations of the data from paragraphs 
used in Experiment 3 and from those sentences that were 
completely new to the raters (meaning that the fact that the 
raters had viewed the sentences 4 months earlier was not 
a significant factor). To assess the experts’ evaluations of 
the paragraph data with values from derived and free con-
text conditions, we conducted a paired t test on the golden 
mean score of the expert evaluations, including the within-
subjects factors of free evaluation (M 5 2.95, SD 5 1.20) 
and derived evaluation (M 5 2.295, SD 5 1.22). As was 
predicted, the ratings of the experts were significantly 
higher for sentences evaluated in the free condition, with 
a main effect of context condition [t(183) 5 7.425, p , 
.001]. When each sentence position was identified indi-
vidually, the results largely confirmed our predictions. 
Sentence Positions 2, 3, and 4 (for both the science and 
the history domains) were all significantly higher when 
considered in the free condition. Also as was predicted, 
Sentence Position 1 was significantly lower for the sci-
ence domain when evaluated in free context. In contrast, 
there was no significant effect for the history domain (see 
Table 14). These results suggest that expert raters do, in-
deed, evaluate sentences differently depending on whether 
the sentences are presented out of versus in context.

Conclusions
In Experiment 4, the in-context sentences from Experi-

ment 3 were rated free of context. The results suggested 
that expert raters evaluate sentences out of context dif-
ferently from how they are evaluated in context. These 

Table 14 
Results of Paired t Test Including Within-Subjects Factor of Derived/Free Condition for 

History and Science Four-Sentence Paragraphs

Mean SD

Domain  Sentence  Derived  Free  Derived  Free  t (df 5 22)  Significance

Science 1 4.044 3.493 1.130 1.154 2.224 .037
2 2.159 2.855 0.909 1.118 22.448 .023
3 1.551 2.754 0.410 1.248 25.719 ,.001
4 1.565 2.449 0.639 1.043 23.923 ,.001

History 1 3.609 3.942 1.149 1.266 21.452 n.s.
2 1.942 2.942 0.625 0.993 24.870 ,.001
3 1.638 2.493 0.401 0.840 24.686 ,.001

  4  1.855  2.551  0.931  1.196  23.761  ,.001
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When the free model algorithm from Experiment 2 was 
applied to the paragraphs in Experiment 3, the model 
could not identify the expert-selected topic sentences. In 
fact, the model found extremely few examples that it des-
ignated as topic sentences. The coreferential model was 
also very poor at identifying the expert-rated topic sen-
tences from this corpus. The results from Experiment 3, 
in conjunction with those from a number of other studies 
(e.g., Aulls, 1975; Fishman, 1978; Goldman et al., 1995; 
Graesser et al., 2003; McNamara et al., 1996), cause us 
to speculate that given a complete paragraph structure, 
skilled/knowledgeable readers can process the entire in-
formation of a paragraph and will tend to assign topic sen-
tencehood to the first sentence of the paragraph.

In Experiment 4, we tested the hypothesis formed from 
Experiment 3 by taking Experiment 3’s sentences out of 
context. Using only the expository sentences (science and 
history) from all 46 paragraphs (old data), as well as an 
additional 46 paragraphs (23 science and 23 history; new 
data), our experts rated each sentence for topic sentence-
hood. The results suggested high agreement between the 
raters and no significant difference between the old data 
and the new data. When the data from Experiment 4 (free 
context) were compared with the values for those sentences 
from Experiment 3 (in context), significant differences 
were identified. Specifically, in the free condition, non-
paragraph-initial sentences were scored higher, whereas 
paragraph-initial sentences tended to be scored lower. 
Thus, our conclusion from Experiment 4 is that sentences 
that are topic sentences in context may not be considered 
topic sentences when taken out of context; and by the same 
token, sentences that are not considered topic sentences 
free of context may be considered topic sentences if put 
in context. In other words, some sentences appear to have 
consistent features that identify these sentences as topic 
sentences; however, these features may be less important 
to readers than is the positioning of the sentence and the 
domain to which the sentence belongs. The fact that our 
results are based on the ratings of experts, however, also 
causes us to speculate that readers with low-knowledge/
low-skill may not so readily or easily identify the paragraph 
domain and process the paragraph’s information with the 
paragraph-initial sentence as the topic sentence elect.

Our overall conclusion, therefore, is that there are (at 
least) two types of topic sentences. One type of topic 
sentence may be viewed as ideal and can be represented 
by the free model (i.e., out of context). These ideal topic 
sentences are often used as examples in textbooks (see 
Experiment 2), and they are computationally identifiable 
with a high degree of accuracy. We conjecture that such a 
form of topic sentence will be helpful to low-skill or low-
knowledge readers, because the topic sentencehood fea-
tures are diverse, consistent, teachable, and recognizable.

The other type of topic sentence may be considered nat-
uralistic. Without context, these sentences are far harder 
to recognize as topic sentences. Our results suggest that 
these sentences tend to become topic sentences as a result 
of a combination of the readers’ recognition of the domain, 
the positioning of the sentence, the skills/knowledge of 
the reader, and the interaction of the other sentences in the 

tencehood identification. The best-known method for 
identifying the derived model is the section topicality 
value (Kintsch, 2002). In this model, all the sentences in 
a paragraph are compared with all the other sentences in 
the paragraph. The sentence with the highest mean co-
sine is credited as being the sentence that has more in-
formation, relative to the entire paragraph, than does any 
other sentence and is, therefore, the topic sentence of the 
paragraph. Because topic sentences tend to occur in the 
paragraph-initial position, the model would presumably 
identify more paragraph-initial sentences as topic sen-
tences than it would sentences in any other sentence posi-
tion. In Experiment 1, we tested this prediction against 
a corpus of history, narrative, and science texts, using 
three-, four-, and five-sentence paragraphs. The results 
produced no evidence to support the derived model. How-
ever, further analysis revealed that the section topicality 
values tended to be confounded by sentence length. As 
such, the main conclusion from Experiment 1 was that 
coreference computational models may have difficulty 
identifying topic sentences because longer sentences tend 
to yield higher overlap values.

For Experiment 2, we collected a corpus of indepen-
dently identified and published topic sentences. We 
trained 3 experts in discourse processing to distinguish 
such topic sentences from nontopic sentences. We also 
trained a computational model to distinguish the sentence 
types. The results suggested that human raters signifi-
cantly agreed on the distinctions between the sentence 
types with a mean accuracy of 78%. The computational 
model achieved approximately 70% accuracy. We can 
speculate that the weaker performance (although signifi-
cant) of the computational model may have been the result 
of a lack of keyword identification. That is, we believe that 
many of the sentences that the experts selected as topic 
sentences were selected because lexical features indicated 
that the sentence derived from an expository or nonexpos-
itory source. Future research should consider developing 
the computational free model to further improve its ac-
curacy. Nevertheless, our conclusion from Experiment 2 
was that both humans and a computational model could 
distinguish topic sentences from nontopic sentences in a 
context-free study. This evidence supports the free model 
of topic sentencehood.

In Experiment 3, we used a large sample of Experi-
ment 1 texts to examine how well the same experts would 
rate sentences from Experiment 1 for topic sentencehood. 
Specifically, we randomly selected 69 paragraphs from 
each of the three domains, with the three-, four-, and 
five-sentence paragraph examples all being equally rep-
resented. The experts rated each sentence in each para-
graph but, unlike in Experiment 2, they were able to see 
the entire paragraph in context. The results did not offer 
any support for the derived model or, more precisely, for 
the coreference indices that were used to approximate it. 
Overwhelmingly, the raters selected topic sentences from 
expository paragraphs and from the paragraph-initial po-
sition. Fewer than 4% of the non-paragraph-initial sen-
tences were selected as clear topic sentences by the raters; 
over 55% of the paragraph-initial sentences were selected. 
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paragraph. As such, these naturalistic type topic sentences 
may demand that the reader process the entire paragraph 
and integrate prior knowledge with the content of the para-
graph with some proficiency. We therefore conjecture that 
this type of topic sentence may be less beneficial to less 
skilled or low-knowledge readers.

Computationally, our Coh-Metrix-based sentence- and 
word-index free model was highly predictive in identi-
fying topic sentences from nontopic sentences for ideal 
topic sentences. We believe that given sufficient additional 
indices, such as a corpus of keywords, that the accuracy 
can be increased further. A similarly accurate measure 
identifying naturalistic type sentences is a different issue, 
however, because as long as the text is known to be exposi-
tory and the sentence position is first, few other factors of 
the text seem critical. Coreferential indices, such as LSA, 
were not able to identify any kind of human-rated topic 
sentences.

Future research should consider comprehension and 
recall experiments in which texts are manipulated from 
naturalistic type to ideal type. Our hypothesis, based on 
the results of this study and the findings of such research 
as McNamara et al. (1996), is that lower knowledge par-
ticipants will benefit from the ideal topic sentences form, 
whereas high-knowledge participants will show no sig-
nificant benefit from the ideal topic sentence type.

The purpose of this study was to evaluate approaches to 
identifying topic sentencehood. The identification of such 
sentence types and their subsequent evaluation in terms of 
quality has relevance to a number of possible applications. 
For instance, in composition assessment tools for basic 
writers, algorithms that identify textual features (or varia-
tions from prototypical features) can provide feedback to 
users so as to facilitate writing development. In summa-
rization tools, where shorter sentences are often viewed 
as less important because they carry less information, the 
identification of topic sentencehood can signal the impor-
tance of the sentence, leading to key textual information’s 
being retained. And in information retrieval applications, 
a paragraph that can be identified as containing a topic 
sentence may be a better candidate response to a user in-
quiry because the relevance of the text to the enquirer is 
more explicit.

In this study, however, our interest in topic sentence-
hood identification was directed at better evaluation of text 
structure in order to more effectively match text to reader. 
Given that topic sentences are more likely to provide as-
sistance to low-skilled/low-knowledge readers, and given 
that such readers would probably benefit more from ideal 
type topic sentences, the free model of topic sentencehood 
introduced here offers systems such as Coh-Metrix the op-
portunity to better assess texts and better fulfill the Coh-
Metrix goal of optimally matching text to readers.
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Appendix (Continued)
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